Ph. D. Qualifying Examination in Statistics
Tuesday, August 26, 2003

1) Suppose that X7, ..., X,, are iid normal distribution with mean 0 and variance o?.
Consider the following estimators: Ty = 3| X; — Xo| and Tp = /= > X7,

a) Is T} unbiased for ¢? Evaluate the mean square error (MSE) of T3.
b) Is T unbiased for o7 If not, find a suitable multiple of 75 which is unbiased for o.

2) Let Xj, ..., X,, be independent identically distributed random variables with pdf
(probability density function)

0= hen(3)

where x and A are both positive. Find the uniformly minimum variance unbiased esti-
mator (UMVUE) of A%,

3) Let X, ..., X}, be a random sample from a population with pdf

fxf—1
O<z<3
= 30
/(@) { 0 elsewhere
. . X
The method of moments estimator for 8 is 7, = -

a) Find the limiting distribution of /n(T,, — 6) as n — oo.
b) Is T}, (asymptotically) efficient? Why?

c¢) Find a consistent estimator for § and show that it is consistent.

4) Let Xy, ..., X,, be independent identically distributed random variables with pdf

() = 3 exp [ ~(1+ 1) log(a)

A
where A > 0 and =z > 1.

a) Find the maximum likelihood estimator of A.

b) What is the maximum likelihood estimator of \* ? Explain.



5) Let Xi,..., X, be independent identically distributed random variables from a

distribution with pdf
2 —x?
f( - T~ exp (F)
o3v/2 T'(3/2)
where o > 0 and x > 0.
a) What is the UMP (uniformly most powerful) level « test for
H,:o=1vs. H:0=2"7
b) If possible, find the UMP level « test for H,: 0 =1vs. H; :0 > 1

6) Suppose that X, ..., X, are iid with the Weibull distribution, that is the common

pdf is

b
—_z
e " O0<x

b
a
0 elsewhere

where a is the unknown parameter, but b(> 0) is assumed known.

a) Find a minimal sufficient statistic for a
b) Assume n = 10. Use the Chi-Square Table and the minimal sufficient statistic to

find a 95% two sided confidence interval for a.



